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Linear Algebra Review: Vectors

A vector is an ordered list of numbers. An n-dimensional vector
contains 1 numbers. A fancy math notation for saying a vector x is an

n-dimensional vector is © €R"™.

Vectors are assumed to be column vectors unless otherwise stated.




Linear Algebra Review: Matrices

A matrix is a rectangular array of numbers. It often helps to think of a
matrix as a collection of vectors. Every matrix has 2 dimensions: the
number of rows 1 and the number of columns 7. If a matrix A has m

rows and 12 columns, we say that A € R™*",
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In general, m = n. But when m = n, we say A is a square matrix.



Linear Algebra Review: Vector Tranposes

The transpose of a column vector is a row vector and vice versa.
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Linear Algebra Review: Matrix Tranposes

The tranpose of a matrix flips the rows and columns.
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Linear Algebra Review: Vector and Matrix Products
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Dimensionality Reduction

The dimension of some data is the number of independent attributes in
the data. In linear algebra, we refer to (ﬁmension as the rank of a matrix.

What does it mean to reduce the dimensionality of our data?
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What are some ways to reduce the dimensionality of our data?
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Principal Component Analysis (PCA): Overview

PCA takes advantage of the fact that any data inherently lies along
some set of directions. Using SVD, PCA attempts to find these
directions and characterize the data using these directions.
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PCA: What Are These "Directions?"

PCA uses SVD to find the "most important" directions that describe our
data. What does "most important” mean? For us, the "most important"
directions are the directions that our data has the most variance along.

Example: Calculating Final Course Grades
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Fortunately, SVD already calculates these directions for us, so we don't

have to manually find them.



The SVD of amatrix Ais A = UXV?, where U, V are orthogonal

and 2. is diagonal.

If A isthe (centered) data matrix, then the columns of V' are the "most

important" directions, or the directions of the principal components.

The columns of U 32 contain the principal components themselves.
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Question: In our final course grade example, what is the direction of the
first principal component? What is the first principal component?
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SVD: The Y. matrix

Let's a take a closer look at the X2 matrix from SVD. Let's say that after
doing SVD on some data matrix A, the X2 matrix looks like:

3 0 O
Trs 13 WO =10 2 0
see e lost -
puge o e coorect 0 0 1
Neston

What this means is that the first principal component has a variance of
the second principal component has a variance of 22 = 4, etc.
You don't need to know why, just that this relationship exists.
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Scree Plots

The whole point of PCA is to reduce the dimensionality of our data, so
let's return to that. To reduce the dimensionality of our data, we take the
k principal components that account for most of the variance in our
data. To make this process easier, we use a scree plot:
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Worksheet!



Feedback Form

This anonymous form is for me to learn what | can do to ensure you all
get the most of discussion and lab. This form will be open all semester,
and I'll be checking it regularly. Be as ruthless as you want, | promise my

feelings won't get hurt.

Feedback Form: tinyurl.com/raguvirTAfeedback
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