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ooofewer columns to look at

PCA
delete columns manually
usuallynotfeasiblebecause wedon'tknowwhichcolumns

are important
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MTI MTI finalE x.am
come upwith some fate for assigning final coursegrades
Formula linear combination of the attributes columns
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Direction of first principal component theactual
coefficient of the linearcombination final course
that produces the largest variance grades
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Correction on Variance of Principal Components

In an earlier slide I said that the variance of

PCI is 32 9 Thisiswnenge The correct

statement the amount of variance captured

by PCI is 3 where N is the number of

data points when I say the amount of

variance captured by PCI I mean that PCI

explains
3 units of the total variance

of the data Similarly the amount of variance

captured by PCs is anI In general the

amount of variance captured by Pci the ith

principal component is Oia
a

where Oj

is the ith diagonal


